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Digital Image Processing, 2/E is a completely self-contained book. The
companion web site offers useful support in a number of important areas.

For the Student or Independent Reader the site contains:

® Brief tutorials on probability, statistics, vectors, and matrices.
e Complete solutions to selected problems.
® A database containing images from the book and other educational sources.

For the Instructor the site contains:

® Suggested curricula and sample laboratory projects.

® Material removed from the previous edition, downloadable in convenient
PDF format.

® Presentation materials for the classroom.

® Instructor’s Manual containing complete solutions to all the problems in the
book and solutions to sample laboratory projects. (Available only to instructors
who have adopted the book for classroom use.)

For the Practitioner the book web site contains:

® Links to sites that deal with various complementary aspects of image processing.

® Listing of selected recent publications.

® Bulletin board with announcements of conferences and other professional
events in the field of image processing.

e Listing of public domain and commercial image databases.

The web site provides the means to refresh material between editions by including
new topics, digital images, recent developments, and information on emerging
technology. Reference to the book’s web site is designated in the margins of the
book by use of the icon that appears below.
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Preface

When something can be read without effort,
great effort has gone into its writing.
Enrique Jardiel Poncela

This edition is the most comprehensive revision of Digital Image Processing
since the book first appeared in 1977, As the 1977 and 1987 editions by Gonzalez
and Wintz. and the 1992 edition by Gonzalez and Woods, the present edition was
prepared with students and instructors in mind. Thus, the principal objectives of
the book continue to be to provide an introduction to basic concepts and
methodologies for digital image processing, and to develop a foundation that can
be used as the basis for further study and research in this field. To achieve these
objectives, we again focused on material that we believe is fundamental and
has a scope of application that is not limited to the solution of specialized prob-
lems. The mathematical complexity of the book remains at a level well within
the grasp of college seniors and first-year graduate students who have intro-
ductory preparation in mathematical analysis, vectors, matrices probability, sta-
istics, and rudimentary computer programming.

The present edition was influenced significantly by a recent market survey
conducted by Prentice Hall. The major findings of this survey were:

1. A need for more motivation in the introductory chapter regarding the spec-
trum of applications of digital image processing.

2. A simplification and shortening of material in the early chapters in order
to "get to the subject matter™ as quickly as possible.

3. A more intuitive presentation in some areas, such as Image transforms and
image restoration. :

4. Individual chapter coverage of color image processing, wavelets, and image
morphology.

3. Anincrease in the breadth of problems at the end of each chapter.

The reorganization that resulted in this edition is our attempt at providing a
reasonable degree of balance between rigor in the presentation, the findings of
the market survey. and suggestions made by students, readers, and colleagues
since the last edition of the book. The major changes made in the book are as
follows.

Chapter [ was rewritten completely. The main focus of the current treatment
is on examples of areas that use digital image processing. While far from ex-
haustive, the examples shown will leave little doubt in the reader’s mind re-
garding the breadth of application of digital image processing methodologies.
Chapter 2 is totally new also. The focus of the presentation in this chapter is on
how digital images are generated, and on the closely related concepts of

XV
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sampling, aliasing, Moiré patterns, and image zooming and shrinking. The new
material and the manner in which these two chapters were reorganized address
directly the first two findings in the market survey mentioned above.

Chapters 3 though 6 in the current edition cover the same concepts as Chap-
ters 3 through 5 in the previous edition, but the scope is expanded and the pre-
sentation is totally different. In the previous edition. Chapter 3 was devoted
exclusively to image transforms. One of the major changes in the book is that
image transforms are now introduced when they are needed. This allowed us to
begin discussion of image processing techniques much earlier than before, fur-
ther addressing the second finding of the market survey. Chapters 3 and 4 in the
current edition deal with image enhancement, as opposed to a single chapter
(Chapter 4) in the previous edition. The new organization of this material does
not imply that image enhancement is more important than other areas. Rather,
we used it as an avenue to introduce spatial methods for image processing
(Chapter 3), as well as the Fourier transform, the frequency domain, and image
filtering (Chapter 4). Our purpose for introducing these concepts in the context
of image enhancement (a subject particularly appealing to beginners) was to in-
crease the level of intuitiveness in the presentation, thus addressing partially
the third major finding in the marketing survey. This organization also gives in-
structors flexibility in the amount of frequency-domain material they wish to
cover.

Chapter 5 also was rewritten completely in a more intuitive manner. The
coverage of this topic in earlier editions of the book was based on matrix theory.
Although unified and elegant, this type of presentation is difficult to follow,
particularly by undergraduates. The new presentation covers essentially the
same ground, but the discussion does not rely on matrix theory and is much
easier to understand, due in part to numerous new examples. The price paid for
this newly gained simplicity is the loss of a unified approach, in the sense that
in the earlier treatment a number of restoration results could be derived from
one basic formulation. On balance, however, we believe that readers (especial-
ly beginners) will find the new treatment much more appealing and easier to fol-
low. Also, as indicated below, the old material is stored in the book Web site for
easy access by individuals preferring to follow a matrix-theory formulation.

Chapter 6 dealing with color image processing is new. Interest in this area has
increased significantly in the past few years as a result of growth in the use of
digital images for Internet applications. Our treatment of this topic represents
a significant expansion of the material from previous editions. Similarly Chap-
ter 7, dealing with wavelets, is new. In addition to a number of signal process-
ing applications, interest in this area is motivated by the need for more
sophisticated methods for image compression, a topic that in turn is motivated
by a increase in the number of images transmitted over the Internet or stored
in web servers. Chapter 8 dealing with image compression was updated to in-
clude new compression methods and standards, but its fundamental structure
remains the same as in the previous edition. Several image transforms, previously
covered in Chapter 3 and whose principal use is compression, were moved Lo
this chapter.



Chapter 9. dealing with image morphology., is new. 1t is based on a signifi-
cant expansion of the material previously included as a section in the chapter
on image representation and description. Chapter 10, dealing with image sce-
mentation. has the same basic structure as before. but numerous new examples
were included and a new section on segmentation by morphological watersheds
was added. Chapter 11, dealing with image representation and description, was
shortened slightly by the removal of the material now included in Chapter 9.
New examples were added and the Hotelling transform (description by princi-
pal components). previously included in Chapter 3, was moved to this chapter.
Chapter 12 dealing with object recognition was shortened by the removal of
topics dealing with knowledge-based image analysis, a topic now covered in
considerable detail in a number of books which we reference in Chapters 1 and
12. Experience since the last edition of Digital Image Processing indicates that
the new, shortened coverage of object recognition is a logical place at which to
conclude the book.

Although the book is totally self-contained, we have established a compan-
jon web site (sce inside front cover) designed 1o provide support to users of the
book. For students following a formal course of study or individuals embarked
on a program of self study, the site contains a number of tutorial reviews on
background material such as probability, statistics, vectors, and matrices, pre-
pared at a basic level and written using the same notation as in the book.
Detatled solutions to many of the exercises in the book also are provided. For
instruction. the site contains suggested teaching outlines, classroom presentation
materials. laboratory experiments, and various image databases {including most
images from the book). In addition, part of the material removed from the pres
vious edition is stored in the web site for casy download and classroom use, at
the discretion of the instructor. A downloadable instructor's manual containing
sample curricula. solutions to sample laboratory experiments. and solutions to
all problems in the book is available to instructors who have adopted the book
for classroom use. ,

This edition of Digital Image Processing is a reflection of the significant
progress that has been made in this Tield in just the past decade. As is usual in
a project such as this, progress continues after work on the manuscript stops. One
of the reasons earlier versions of this book have been so well accepted through-
out the world is their emphasis on fundamental concepts, an approach that,
among other things. attempts to provide a measure of constancy in a rapidly-
evolving body of knowledge. We have tried to observe that same principle in
preparing this edition of the book.

R.CG
REW
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Introduction

One picture is worth more than ten thousand words.

Anonymous

Preview

Interest in digital image processing methods stems from two principat applica-
tion areas: improvement of pictorial information for human interpretation; and
processing of image data for storage. transmission, and representation for au-
tonomous machine perception. This chapter has several objectives: (1) to define
the scope of the field that we call image processing; (2) to give a historical per-
spective of the origins of this field; (3) to give an idea of the state of the art in
image processing by examining some of the principal areas in which it is ap-
plied; (4) to discuss briefly the principal approaches used in digital image pro-
cessing: (5) to give an overview of the components contained in a typical,
general-purpose image processing system; and (6) to provide direction to the
books and other literature where image processing work normally is reported.

What Is Digital Image Processing?

An image may be defined as a two-dimensional function. f(x, y), where x and
v are spatial (plane) coordinates, and the amplitude of f at any pair of coordi-
nates (x, y) is called the intensity or gray level of the image at that point. When
x. ¥, and the amplitude values of f are all finite. discrete quantities, we call the
image a digital image. The field of digital image processing refers to processing
digital images by means of a digital computer. Note that a digital image is com-
posed of a finite number of elements, each of which has a particular location and
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Chapter 1

Introduction

value. These elements are referred to as picture elements, image elements, pels,
and pixels. Pixel is the term most widely used to denote the elements of a digi-
tal image. We consider these definitions in more formal terms in Chapter 2.

Vision is the most advanced of our senses, so it is not surprising that images
play the single most important role in human perception, However, unlike
humans, who are limited to the visual band of the electromagnetic (EM) spec-
trum, imaging machines cover almost the entire EM spectrum, ranging from
gamma to radio waves. They can operate on images generated by sources that
humans are not accustomed to associating with images. These include ultra-
sound, electron microscopy, and computer-generated images. Thus, digital image
processing encompasses a wide and varied field of applications.

There is no general agreement among authors regarding where image pro-
cessing stops and other related areas, such as image analysis and computer vi-
sion, start. Sometimes a distinction is made by defining image processing as a -
discipline in which both the input and output of a process are images. We believe
this to be a limiting and somewhat artificial boundary. For example, under this
definition, even the trivial task of computing the average intensity of an image
(which yields a single number) would not be considered an image processing op-
eration. On the other hand, there are fields such as computer vision whose ul-
timate goal is to use computers to emulate human vision, including learning

-and being able to make inferences and take actions based on visual inputs. This

area itself is a branch of artificial intelligence (AI) whose objective is to emu-
late human intelligence. The field of Al is in its earliest stages of infancy in terms
of development, with progress having been much slower than originally antic-
ipated. The area of image analysis (also called image understanding) is in be-
tween tmage processing and computer vision.

There are no clear-cut boundaries in the continuum from image processing
at one end to computer vision at the other. However, one useful paradigm is
to consider three types of computerized processes in this continuum: low-,
mid-, and high-level processes. LLow-level processes involve primitive opera-
tions such as image preprocessing to reduce noise, contrast enhancement, and
image sharpening. A low-level process is characterized by the fact that both
its inputs and outputs are images. Mid-level processing on images involves
tasks such as segmentation (partitioning an image into regions or objects),
description of those objects to reduce them to a form suitable for computer
processing, and classification (recognition) of individual objects. A mid-level
process is characterized by the fact that its inputs generally are images. but its
outputs are attributes extracted from those images (e.g., edges, contours, and
the identity of individual objects). Finally. higher-level processing involves
“making sense” of an ensemble of recognized objects, as in image analysis,
and, at the far end of the continuum, performing the cognitive functions nor-
mally associated with vision.

Based on the preceding comments, we see that a logical place of overlap be-
tween image processing and image analysis is the area of recognition of indt-
vidual regions or objects in an image. Thus. what we call in this book digital
image processing encompasses processes whose inputs and oulputs are images
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and.in addition. encompasses processes that extract attributes from jmages, up
to and including the recognition of individual objects. As a simple illustration
to clarify these coneepts. consider the arca of automated analysis of text. The
processes of acquiring an image of the arca containing the text. preprocessing
that image. extracting {scgmenting) the mdividual characters, describing the
characters in a form suitable for compuler processing, and recognizing those
indmvidual characters are in the scope of what we call digital image processing
in this book. Making sense of the content of the page may be viewed as being
in the domain of image analysis and even computer vision. depending on the
fevel of complexity implied by the statement “making sense.” As will become
evident shortly. digital image processing. as we have defined it, is used success-
fully i & broad range of areas of exceptional social and economic value. The con-
cepts developed in the following chapters arc the foundation for the methods
uscd in those application areas,

The Origins of Digital Image Processing

One of the first applications of digital images was in the newspaper industry,
when pictures were first sent by submarine cable between London and New
York. Introduction of the Bartlane cable picture transmission system in the
carly 1920s reduced the time required to transport a picture across the Atlantic
from more than a week 10 less than three hours, Specialized printing equipment
coded pictures for cable transmission and then reconstructed them at the re-
graph printer fitted with typefaces simulating a haiftone pattern.

Some of the initial problems in improving the visual quality of these early dig-
ital pictures were related to the selection of printing procedures and the distri-
bution of intensity levels, The printing method used to obtain Fig. 1.1 was
abandoned toward the end of 1921 in favor of a technique based on photo-
graphic reproduction made from tapes perforated at the telegraph receiving
termmal. Figure 1.2 shows an image obtained using this method. The improve-
ments over Fig, 1.1 are evident. both in tonal qualtty and in resolution.

ceiving end. Figure 1.1 was transmitted in this way and reproduced on a tele-.

Referenees in the Bibliography at the end of the baok are listed in atphabetical order by authors® last
nams,

FIGURE 1.1 A
digital piciure
produced in 1921
from a coded tape
by a telegraph
printer with
special type faces,
(McFarlane.™)
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FIGURE 1.2 A
digital picture
made in 1922
from a tape
punched after the
signals had
crossed the
Atlantic twice.
Some errors are
visible.
(McFarlane.)

HGURE 1.3
Unretouched
cable picture of
Generals Pershing
and Foch,
transmitted in
1929 from
London to New
York by 15-tone
equipment.

{McFartane,)

Introduction

The early Bartlane systems were capable of coding images in five distinct
levels of gray. This capability was increased to 15 levels in 1929, Figure 1.3 is
typical of the type of images that could be obtained using the 15-tone equipment.
During this period, introduction of a system for developing a film plate via light
beams that were modulated by the coded picture tape improved the reproduc-
tion process considerably.

Although the examples just cited involve digital images, they are not con-
sidered digital image processing results in the context of our definition because
computers were not involved in their creation. Thus, the history of digital image
processing is intimately tied to the development of the digital computer. In fact,
digital images require so much storage and computational power that progress
in the field of digital image processing has been dependent on the development
of digital computers and of supporting technologies that include data storage,
display, and transmission.

The idea of a computer goes back to the invention of the abacus in Asia
Minor, more than 5000 years ago. More recently, there were developments in the
past two centuries that are the foundation of what we call a computer today.
However, the basis for what we call a modern digital computer dates back to only
the 1940s with the introduction by John von Neumann of two key concepts:
(1) a memory to hold a stored program and data, and (2) conditional branch-
ing. These two ideas are the foundation of a central processing unit (CPU),
which 1s at the heart of computers today. Starting with von Neumann, there were
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aseries of key advances that led 10 computers powerful crnough to be used for
digital image processing. Brieflyv, these advances mav be summarized as follows:
(1) the invention of the transistor by Bell Laboratories in 1948: (2) the devel-
opment in the 1950s and 1960s of the high-level programming languages
COBOL (Common Business-Oriented Language) and FORTRAN (Formula
Transtator): (3) the invention of the integrated circuit (IC) at Texas Instruments
in 1958:(4) the development of operating systems in the carly 1960s:(5) the de-
velopment of the microprocessor (a single chip consisting of the central pro-
cessing unit, memory, and input and output controls) by Intel in the carly 1970s:
(0) introduction by IBM of the personal computer in 1981: and (7) progressive
miniaturization of components, starting with large scale integration (L) in the
late 1970s, then very large scaie integration (VLSI) in the 1980s. to the present
use of ultra large scale integration (ULSI). Concurrent with these advances
were developments in the areas of mass storage and display systems, both of
which are fundamental requirements for digital image processing.

The first computers powerful enough to carry out meaningful image pro-
cessing tasks appeared in the early 1960s. The hirth of what we call digital image
processing today can be traced to the availability of those machines and the
onset of the space program during that period. It took the combination of those
two developments to bring into focus the potential of digital image processing
concepts. Work on using computer techniques for i improving images from a
space probe began at the Jet Propulsion Laboratory (Pasadena. California) in
1964 when pictures of the moon transmitted by Ranger 7 were processed by a

computer to correct various types of image distortion inherent in the on- board_'
television camera. Figure 1.4 shows the first image of the moon taken b
Ranger 7 on July 31,1964 at 9:09 a.M. Eastern Daylight Time (EDT). about 17"'

munutes before impacting the lunar surface (the markers, called reseau marks,
are used for geometric corrections, as discussed in Chapter 5). This also is the
lirst image of the moon taken by a US. spacecraft. The i timaging lessons learned
with Ranger 7 served as the basis for improved methods used to enhance and
restore images from the Surveyor missions to the moon. the Mariner series of
flyby missions to Mars, the Apollo manned flights to the moon. and others.

figins of Digital Image Processing 5

FIGURE 1.4 The
first picture of the
moon by a LLS.
spacecraft.
Ranger 7100k this
image on July 31,
1964 at 9:00 A
EDT. about 17
minutes before
impacting the
tunar surface,
(Courtesy of
NASA.)



6

Chapter 1

Introduction

In parallel with space applications, digital image processing techniques began in
the late 1960s and early 1970s to be used in medical imaging, remote Earth re-
sources observations, and astronomy. The invention in the early 1970s of comput-
erized axial tomography (CAT). also called computerized tomography (CT) for
short, is one of the most important events in the application of image processing in
medical diagnosis. Computerized axial tomography is a process in which a ring of
detectors encircles an object (or patient) and an X-ray source, concentric with the
detector ring, rotates about the object. The X-rays pass through the object and are
collected at the opposite end by the corresponding detectors in the ring. As the
source rotates, this procedure is repeated. Tomography consists of algorithms that
use the sensed data to construct an image that represents a “slice™ through the ob-
ject. Motion of the object in a direction perpendicular to the ring of detectors pro-
duces a set of such slices, which constitute a three-dimensional (3-D) rendition of
the inside of the object. Tomography was invented independently by Sir Godfrey
N. Hounsfield and Professor Allan M. Cormack, who shared the 1979 Nobel Prize
in Medicine for their invention. It is interesting to note that X-rays were discov-
ered in 1895 by Wilhelm Conrad Roentgen, for which he received the 1901 Nobel
Prize for Physics. These two inventions, nearly 100 years apart, led to some of the
most active application areas of image processing today.

From the 1960s until the present, the field of image processing has grown vig-
orously. In addition to applications in medicine and the space program. digital
image processing techniques now are used in a broad range of applications. Com-
puter procedures are used to enhance the contrast or code the intensity levels into
color for easier interpretation of X-rays and other images used in industry, medi-
cine, and the biological sciences. Geographers use the same or similar techniques
to study pollution patterns from aerial and satellite imagery. Image enhancement
and restoration procedures are used to process degraded images of unrecoverable
objects or experimental results too expensive to duplicate. In archeology. image
processing methods have successfully restored blurred pictures that were the only
available records of rare artifacts lost or damaged after being photographed. In
physics and related fields, computer techniques routinely enhance images of ex-
periments in areas such as high-energy plasmas and electron microscopy. Similar-
ly successful applications of image processing concepts can be found in astronomy,
biology. nuclear medicine, law enforcement, defense, and industrial applications.

These examples illustrate processing results intended for human interpreta-
tion. The second major area of application of digital image processing techniques
mentioned at the beginning of this chapter is in solving problems dealing with
machine perception. In this case, interest focuses on procedures for extracting
from an image information in a form suitable for computer processing. Often,
this information bears little resemblance to visual features that humans use in
interpreting the content of an image. Examples of the type of information used
in machine perception are statistical moments, Fourier transform coefficients. and
multidimensional distance measures. Typical problems in machine pereeption
that routinely utilize image processing techniques are automatic character recog-
nition, industrial machine vision for product assembly and inspection. military
recognizance, automatic processing of fingerprints, sereening of X-rays and blood
samples. and machine processing of acrial and satellite imagery for weather
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prediction and environmental assessment. The continuing decline in the ratio of
computer price to performance and the expansion of networking and commu-
nication bandwidth via the World Wide Web and the Internet have created uin-
precedented opportunities for continued growth of digital image processing,
Some of these application arcas are ilfustrated in the following section.

Examples of Fields that Use Digital Image Processing

Today. there is almost no area of technical endeavor that is not impacted in
some way by digital image processing. We can cover only a few of these appli-
cations in the context and space of the current discussion. However. limited as
itis, the material presented in this section will leave no doubt in the reader's
mind regarding the breadth and importance of digital image processing. We
show in this section numerous areas of application, cach of which routinely uti-
fizes the digital image processing techniques developed in the following chap-
ters. Many of the images shown in this section are used later in one or more of
the examples given in the book. All images shown are digital,

The areas of application of digital image processing are so varied that some
form of organization is desirable in attempting 10 capture the breadth of this
field. One of the simplest ways to develop a basic understanding of the extent of
tmage processing applications is to categorize images according 1o their source
(e.g.. visual. X-ray,and so on). The principal energy source for images in use today
is the electromagnetic energy spectrum. Other important sources of energy in-
clude acoustic. ultrasonic, and electronic (in the form of electron beams used in
electron microscopy). Synthetic images. used for modeling and visualization. are
generated by computer. In this section we discuss bricfly how images are gener-
ated 1n these various categories and the areas in which they are applied. Meth-
ods for converting images into digital form are discussed in the next chapter.

Images based on radiation from the EM spectrum are the most familiar, es-
pecially images in the X-rav and visual‘bands of the spectrum. Electromagnet-
ic waves can be conceptualized as propagating sinusoidal waves of varying
wavelengihs. or they can be thought of as a stream of massless particles. cach
traveling in a wavelike pattern and moving at the speed of light, Each massless
particle contains a certain amount (or bundle) of energy. Each bundle of ¢ner-
gy is called a photon. If spectral bands are grouped according to energy per
photon. we obtain the spectrum shown in Fig. 1.5. ranging from gamma rays
(highest energy) at one end 1o radio waves (Jowest cnergy) at the other. The
bands are shown shaded to convey the fact that bands of the EM Spectrum are
not distinet but rather transition smoothly from one to the other.

Energy of one photon {electron volis}

e 1o ! 107 ! 1o 070wt ot 07t 0t T e g
ol i ] ! { | ] i } ! 1 : ; ! |

Gamma rays Xerays Ultraviolet Visible  Infrared Microwaves Kadio waves

FIGURE 1.5 The clectromagnetic spectrum arranged according to energy per photon.






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































